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A. Personal Statement 
A significant part of my career at both UC Davis and UC Berkeley has been dedicated to providing 
interdisciplinary training to graduate students and postdocs in neuroscience.  At UC Davis I created a new 
course on Information Processing Models in Neuroscience and Psychology and at UC Berkeley I created a 
new course on Neural Computation, both of which have been attended by 100’s of students and postdocs 
across multiple disciplines ranging from neuroscience and psychology to physics and engineering.  I have 
supervised the Ph.D. theses of 20 students from neuroscience, vision science, computer science, electrical 
engineering, and biophysics, and I have mentored 10 postdocs.  Those trained in my lab have gone on to 
faculty positions (University of Washington, Georgia Institute of Technology, University of Connecticut, UC 
Davis), engineering positions (Qualcomm, Nokia, Booz Allen Hamilton, Google), postdocs at other academic 
institutions (MIT, Stanford, UC Santa Barbara), or co-found startups (Nervana Systems, Bay Labs, IQ 
Engines).  Beyond my own lab, I also serve as Director of the Redwood Center for Theoretical Neuroscience 
which comprises four PI labs and roughly 20 students and postdocs. I strive to create an open and inviting 
research environment that draws in students across multiple disciplines to address problems in computational 
neuroscience.  My research focuses on understanding the information processing strategies employed by the 
visual system for tasks such as object recognition and scene analysis.  Our approach is based on studying the 
response properties of neurons in the brain, and attempting to construct mathematical models that can 
describe what neurons are doing in terms of a functional theory of vision.  The aim of this work is not only to 
advance our understanding of the brain, but also to devise new algorithms for image analysis and recognition 
based on how brains work. 
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Semiconductor Research Corporation 
Olshausen (PI) 
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COCOSYS: Center for the Co-Design of Cognitive Systems 
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Transformative Hardware - Versatile AI Computing with Coupled Oscillators and Resonator Networks 
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6/1/21-5/31/24 
Probing, modeling and reprogramming visual perception at the level of individual photoreceptors 
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B. Positions, Scientific Appointments and Honors 

Positions and Scientific Appointments 
 
2010 – Present Professor, Helen Wills Neuroscience Institute and School of Optometry, University of 

California, Berkeley 
2005 – Present Director, Redwood Center for Theoretical Neuroscience, University of California, Berkeley 
2013 – 2017 Advisory Board, NIH COBRE, University Nevada, Reno 
2012 – 2016 Advisory Board, Bernstein Center for Computational Neuroscience, Tübingen, Germany 
2006 – 2013 Co-founder and Member of the Board, IQ Engines 
2005 – 2015 Editorial Board, Vision Research 
2000 – 2016 Action Editor, Journal of Computational Neuroscience 
2005 – 2010 Associate Professor, Helen Wills Neuroscience Institute and School of Optometry, 

University of California, Berkeley 
2002 – Present Member, Society for Neuroscience 
2002 – 2005 Senior Research Scientist, Redwood Neuroscience Institute, Menlo Park, California 
2001 – 2005 Associate Professor, Department of Psychology, Department of Neurobiology, Physiology 
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1996 – 2001  Assistant Professor, Department of Psychology, and Center for Neuroscience, University 

of California, Davis 
1987 – 1989 Research Associate, Research Institute for Advanced Computer Science, NASA Ames 

Research Center 

Honors 
2008 – 2019 Fellow, Canadian Institute for Advanced Research, Neural Computation and Adaptive 

Perception program 
2009 Fellow, Wissenschaftskolleg zu Berlin, Berlin, Germany 

C. Contribution to Science 
1. Sparse coding and natural scene statistics.  The images that fall on our retinae are not random 

collections of pixels, but rather they contain a certain statistical structure which reflects the structure of the 
natural world.  It has been argued by Barlow and others that neural representations in the brain are 
adapted to this structure so as to form an efficient code of natural scenes.  Over the past 25 years, a 
number of investigators have shown that one can account for sensory coding strategies at early stages of 
the visual (and auditory) system in terms of this principle.  My main contribution to this area is in showing 



that the principle of sparse coding (also proposed by Barlow) can account for the response properties of 
neurons in visual cortex.  This work thus provides a link between the response properties of cortical 
neurons and the statistics of images.  Current work in my lab focuses on extending this principle to higher 
cortical areas in order to make testable predictions about response properties that are currently unknown 
or poorly understood. 
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2. Neurophysiological studies and analysis of data.  In addition to constructing theories and models, my 
lab also works together with experimental labs to gather data that can either test models or guide the 
formation of new models.  Using fMRI we were able to find evidence of ‘explaining away’ in visual cortex, in 
which high-level areas interact with low-level areas to form a consistent explanation of a complex scene.  
Using EEG we showed that the timecourse of basic level object recognition is considerably slower than the 
animal vs. non-animal tasks that led many in the field to conclude that vision was a mostly bottom up 
process.  Together with Charlie Gray’s lab, we showed that the population activity within a column of cortex 
contains correlated ensembles, and we developed a statistical method for identifying these ensembles 
using a restricted Boltzmann machine (RBM).  We have also conducted meta-analyses of neuroanatomical 
datasets in order to assimilate studies done across different labs to form a database of connections 
between visual cortex and pulvinar.   
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3. Perspectives, opinions and reviews.  A significant part of my scientific career has been spent 

challenging conventional views of visual cortex function and conveying a different perspective about how 
vision works.  It is my view that the function of cortical circuits is so deeply mysterious that in many cases 
we are better served by taking a more exploratory, rather than hypothesis-driven, approach. I also believe 
that studying animal behavior and taking into account the demands of scene analysis in the natural 
environment are key to asking the right questions about how visual systems work. 
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4. Technology transfer.  As we learn more about principles of information processing in the brain, it will 

undoubtedly lead to the development of new technologies based on these principles.  Sparse coding for 
example is now central to much of image and signal processing, and it has played an important role in the 
development of deep networks that are now widely employed for image recognition in the commercial 
sector.  The electronics industry is also taking inspiration from neuroscience as they confront the end of 



Moore’s law and the need to invent new modes of memory storage and computation that utilize nanoscale 
devices in the low-power, analog regime where signals are imprecise.  I have recently begun collaborating 
with a team of electrical engineers to bring ideas from neural computation to bear on this problem. 
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and Engineering, 2(4), 044018. 

Complete List of Published Work:  

https://scholar.google.com/citations?user=4aqK_74AAAAJ&hl=en&oi=ao 
 


